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Figure 1: A rigged character mapped to a ragdoll that imitates a reference animation.

ABSTRACT

Virtual Reality (VR) users tend to engage with interactive characters
with gestures, social cues and their full body. However, it is still
difficult to create VR characters that react appropriately to these
cues. Recent progress in physics-based character animation suggests
these techniques may offer a way forward. We have developed
Marathon, an open source project that enables the use of physics-
based interactive characters for VR, as well as support materials to
facilitate using it.

1 MOTIVATION

Virtual Reality (VR) experiences tend to make people feel as if they
were in the place depicted by the scene rendered [16], and this feeling
makes them engage with virtual characters with gestures, social cues
and their full body, opposed to pressing buttons in game pads or joy-
sticks as it is characteristic of video games. This offers the potential
to use VR as a new medium where interactive characters and users
collaborate to unfold a story within an interactive experience [7, 10].
However, the tools available to create interactive virtual characters
are generally based on segmenting animation sequences and defining
transitions among them in a state machine. These state machines
are available as animation engines in what are de facto standards of
video game production (Unity3D and Unreal Engine). A relatively
recent alternative that has seen adoption by the video game industry
is the use of Motion Matching [2]. This gives more flexibility as to
where the transitions can occur, and generates smoother animations.
However, these animation systems are best suited for button-based
binary input, characteristic of video games. Using these techniques
it is very difficult to generate interactive behaviour that responds to
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continuous data streams such as the position of VR users, where
they look at, or the speed at which they move. There are no readily
available tools to create a VR character that respects the implicit
rules of interpersonal distances, or that will take into account the
users orientation and position within a virtual space to synthesise
their movements in a way that is easy to see by the VR users. Even
less creating tasks that require close coordination between the user
and a character, such as moving a table together, or building a tower
together. As a result, VR experiences often avoid introducing virtual
characters or, when they do, they offer limited or no interaction
between users and autonomous characters (see Fig. 2).1

A possible strategy to address these challenges is to turn to-
wards physics-based character animation. Here, we review the
most relevant contributions in this field, outline our recent efforts
to make these accessible to the VR community through an open
source project and discuss the main challenges still standing to use
physics-based animation for interactive VR characters.

2 PREVIOUS WORK

Physics-based animation has improved considerably in the last five
years, building on top of the improvement in deep reinforcement
learning. Peng’s Deep Mimic [13] demonstrated that physics-based
characters could synthesise movement of the same quality than a
reference animation. The authors also showed that introducing a
random parameter position at the training phase allowed synthesis-
ing motion that integrated a particular value of that parameter. For
example, kick an object in an arbitrary position, or throw a ball
to a particular destination. The work presented by Wang et al. [6]
showed that the method could be extended to integrate several param-
eters, and crucially to synthesise movements with different duration
(for example, synthesising jumps of different heights from a single
reference animation). This opens the way to create physics-based
characters capable of rich interaction with their environment.

1https://artanim.ch/project/mayflower-vr/
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Figure 2: Snapshot of the Artanim VR production Aboard The
Mayflower, which uses virtual characters.

Another limitation of Deep Mimic is that each movement has
to be synthesised with a separate policy, which limits the extent to
which this approach can scale. To address this challenge distillation,
techniques have been used to train a more general network that
learns to imitate a large set of specialised controllers [11, 12]. Other
strategies involve mixture models to combine different policies [14],
different training strategies to generate a richer variety of movements
within one policy [15], or a divide and conquer approach based on
separating large corpora of motion data in clusters to train separate
policies [19].

An alternative strategy to address this challenge has been to
combine a kinematic controller with a physics-based controller.
Bergamin et al. [1] combined motion matching and a physics con-
troller, and Wang et al. [17] further extended this approach proposing
a universal physics-based animation layer, trained with a very large
database of humanoid animations and different cinematic controllers.
Combing those, the kinematic layer integrates the interactive input
of the user, and the physics controller integrates the result within the
physical simulation of the scene.

A different challenge of adopting these techniques in production
is the long time it requires to train each policy. This can be circum-
vented with a universal physics-based controller, where the physics
controller does not need to be retrained for each new behaviour,
but then interaction is limited to what is possible with a kinematic
controller. Recent developments in differential physics engines show
these results can be radically sped up [3, 18]. However, this requires
physics engines completely different from PhysX, the one used both
by default in Unity3D and Unreal. Holden et al. [4] have recently
shown that it is possible to learn a forward model of the world [5] to
act as a proxy of a differentiable physics engine. This work suggests
a way forward to train physics-based controllers orders of magnitude
faster, within popular game engines such as Unreal and Unity3D.

3 THE MARATHON PROJECT

A significant challenge to try these techniques in VR is that contribu-
tors either use proprietary game engines and do not release the code,
they either use physics-oriented simulation engines such as DART2

or Bullet 3 or they create their own physics engine [3, 18].
The Marathon project is an open source solution that offers imple-

mentations of physics-based character animation contributions in the
popular Unity3D game engine. It is freely available online.4 It al-
lows the use of rigged characters and can easily be integrated in VR
experiences. To simplify user adoption we have also implemented
the procedural creation of rag dolls ready to train, starting only from
a rigged character and some animations [8], and developed a 1 hour

2https://dartsim.github.io/
3https://github.com/bulletphysics/
4https://joanllobera.github.io/marathon-envs/

video course based on this tool, for researchers wanting to get started
in physics-based animation [9]. Our current efforts are focused on
improving the quality of the animations generated and generating
physics controllers capable of richer interactive behaviour, to then
test its impact within VR experiences.
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